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Abstract

In this work we investigate the issue of charge spreading
in a fully-depleted, back-illuminated CCD fabricated on a
high-resistivity silicon substrate. The thickness of the sub-
strate, 300 �m, results in non-negligible charge spreading
which is analyzed both theoretically and experimentally.

1. Introduction

We are developing CCD image sensors for astronomy
and astrophysics applications [1, 2]. The devices are fab-
ricated on high-resistivity, n-type substrates and are back
illuminated. A substrate bias voltage applied to the back-
side contact results in full depletion of the 300 �m thick
substrate, in contrast to previous deep-depletion CCDs
with typically 50 �m thick depletion regions [3{6]. The de-
pletion voltage is relatively low due to the high resistivity
of the starting silicon (� 10,000 
-cm which corresponds
to a substrate doping density in the mid-1011 cm�3 range).

Because of the thickness of the depletion region this de-
vice has good quantum e�ciency out to a wavelength of
1 �m with negligible fringing [1, 2]. Back illumination is
made possible by the development of a simple back-side
window consisting of a thin layer of in-situ doped polysil-
icon with an indium-tin oxide antire
ection coating [1, 7].

A phosphorus-doped, back-side polysilicon gettering layer
is used to maintain low dark currents, which was a signif-
icant problem with initial attempts to develop CCDs on
high-resistivity substrates [8, 9].

A concern for the fully-depleted, back-illuminated CCD
is spreading via di�usion of the photogenerated charge dur-
ing the transit from the back side of the device, where
short-wavelength light is absorbed, to the CCD potential
wells located 300 �m away. In this paper we concentrate
on the charge spreading issue, with both theoretical and
experimental studies. We derive expressions for charge
spreading in the case of an overdepleted substrate as well as
in the case where the substrate is only partially depleted.
While the latter leads to signi�cant charge spreading and
is not a recommended mode of operation, it is shown that
useful model parameters can be determined from experi-
mental data in this region.

2. Di�usion in the �eld region

In this section we analyze the charge spreading for the
case of a fully-depleted substrate. Full depletion results in
an electric �eld that extends essentially to the back-side
contact. The charge spreading is described by a � in x

and y given by
p
2D ttr where D is the di�usion coe�cient

and ttr is the carrier transit time [10, 11, 12]. Assuming
the �elds are below the velocity saturation limit, the drift
velocity vdrift of the charges (holes in this case) is given by

vdrift =
dy

dt
= �pE(y) = �p(Emax +

�n

�Si
y) (1)

where E(y) is the electric �eld and �p is the hole mobility.
The expression for E(y) given above is for the case of a
simple p+{n�{n+ structure that is overdepleted. �n =
qND is the volume charge density in the depleted region
and �Si is the permittivity of silicon. ND is the donor atom
density in the depleted region. Emax is the �eld at the p-n
junction and is given by

Emax = �
�
Vappl

yD
+
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2
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�Si
yD

�
(2)

where Vappl is the voltage drop across the drift region
and is assumed to be larger than the depletion voltage,
�n yD

2=(2 �Si). The origin is taken at the p-n junction
where E = Emax, and the n+ region begins at yD , i.e. yD
is the thickness of the depleted region and E(yD) = ED.

Solving Eq. 1 and making use of the Einstein relation
D=�p = kT=q yields

�od =
p
2D ttr =

s
2
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q

�Si

�n
ln
Emax

ED
(3)

The subscript indicates that this result is for an overde-
pleted region. An implicit assumption used in deriving
Eq. 3 is that the photons are absorbed at yD , which is the
worst case. A more general derivation would lead to ED
in the above equation being replaced by Emax+(�Si=�n)y,
where y is the depth at which the photon is absorbed. At
high �elds �od approaches the constant-�eld result

�od �
s
2
kT

q

yD2

Vappl
(4)



which is independent ofND and proportional to yD . While
the above derivation is for a simple p+{n�{n+ structure,
the results are also applicable to a fully depleted CCD.
The �eld at the p-n junction of an over-depleted CCD is
given by (see Appendix)

EJ � �
dV

dy
(yJ ) = �

�
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�Si
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�
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which is of the same form as Eq. 2. VJ is the potential
at the buried channel junction located at yJ , Vsub is the
substrate bias voltage, and yN is the thickness of the lightly
doped region. For a thick substrate such as used in this
work VJ is

VJ � VG � VFB �
qNA

2�Si
yJ

2

�
1 +

2�Sid

�SiO2
yJ

�
(6)

where VG is the gate voltage, VFB is the 
atband voltage,
NA is the buried channel doping (assumed to be uniform),
and �SiO2

is the permittivity of the gate insulator of thick-
ness d. This equation predicts that the maximum �eld in
the drift region depends on both applied voltages (VG and
Vsub) and the channel implant dose NAyJ .
Eq. 5 and 6 are derived from a one-dimensional analy-

sis. For CCDs on high-resistivity silicon the potentials are
strongly two dimensional [3, 8] with the e�ect being that a
region exists below the buried channel implant where the
�eld is signi�cantly larger than predicted by Eq. 5. Fig. 1
shows a two-dimensional simulation of one pixel of a high-
resistivity CCD. As shown, the potential varies strongly
under the collection electrode, where Eq. 5 is no longer
valid. As a practical matter the charge spreading in the
high-�eld region is negligible and Eq. 5 can still be used,
but VJ is not the potential at the junction but at the point
where the �eld deviates from Eq. 5. The thickness of the
drift region will be less than yN by about 5-10 �m accord-
ing to Fig. 1.

3. Di�usion in the �eld-free region

At low bias voltages, the substrate is not fully depleted.
For most optical wavelengths and in particular for the blue,
light is absorbed very close to the back surface, and carriers
freely di�use through the undepleted substrate until they
cross the interface, encounter an electric �eld, and travel
to the CCD potential wells. Since the recombination time
is very long compared with the di�usion time, recombina-
tion may be neglected. We thus consider a point source of
charge carriers at the rear surface of a CCD with a �eld-free
thickness yff . Carriers are re
ected from the rear surface,
so the problem is equivalent to one with the source at the
center of the �eld-free substrate with thickness 2yff . The
steady-state solution for the charge distribution q(�; z) in
the region is obtained by solving Laplace's equation, with
the boundary conditions that the source is a � function at
the origin and q(�;�yff ) = 0. The desired current into
the depleted region is proportional to @q=@zjz=yff .
We recognize this as equivalent to the potential problem

in which a charge Q is equidistant between two earthed
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Figure 1: Two-dimensional simulation of one pixel of a CCD

on high-resistivity silicon. Equipotential lines are shown at a

spacing of 0.5V. The collecting gate is biased at -5V and the
barrier phases are at 5V.

planes at z = �yff [13]. In this case the normal deriva-
tive at the plane gives the electric �eld, which is in turn
proportional to the charge density on the plate. This is a
well-studied problem. In particular, Jackson [14] gives two
solutions, in his problems 3.17(b) and 3.18(b). For unit to-
tal charge on each plane (two unit charges at the origin),
we obtain

q(x) = � 1

2�
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1

0
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kJ0(kx)

cosh x
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where J is the Bessel function regular at the origin, K is
the modi�ed Bessel function which is 0 at in�nity, and x =
�=yff . This corresponds to Hopkinson's zs = d case[11].
It turns out that the integral form converges rapidly for

small x, and only a few terms of the second form are neces-
sary for larger arguments. For example, 7-place accuracy
is obtained with 8 terms for x > 0:5, while only 2 terms
are necessary for x > 2. We therefore used both forms to
compute q(x), which is shown in Fig. 2. With the function
normalized as above, to give a unit charge when integrated
over the plane, the amplitude at the origin is a pure num-
ber, 0.14568046.. . [15]. The area of the one-dimensional
half-function shown in Fig. 2 is 0.25 [15]. The half-height
is at x = 0:72058. Since K0(x) ! e�x

p
�=2x for large x,

the standard deviation is �nite. Its value is 0.8616. For
comparison, the Gaussian with the same half-height (full
width at half-maximum) is also shown; it has � = 0:6120.
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Figure 2: The radial charge distribution q(x) (solid curve)

as a function of the scaled variable x = �=yff , where yff is

the thickness of the �eld-free (undepleted) region. It is nor-
malized so that

R
1

0
q(x)2�xdx = 1;

R
1

0
q(x)dx = 1=4. For

the 1-dimensional distribution (q(�x) = q(x)), � = 0:8616 and

half-maximum is at x1=2 = 0:7206. Also shown is an (unnormal-
ized) Gaussian distribution (dash-dotted) with the same half-

maximum; it has � = 0:61200. The standard deviation of the

truncated distribution is
R x
�x

u2q(u)du=
R x
�x

q(u)du.

The user is cautioned that a �t yielding the full-width at
half-maximum will produce a standard deviation which is
only 0.7103 as large as the standard deviation calculated
from the actual distribution.

4. Experimental results

Charge di�usion has been characterized by imaging a
pinhole mask consisting of small openings etched in a
chrome layer on a quartz substrate that is placed directly
on a back-illuminated CCD [2]. A �lter centered at 400 nm
was used to give short-wavelength light which is absorbed
within 0.1{0.2 �m from the surface. Fig. 3 shows the mea-
sured rms charge spreading as a function of substrate bias
voltage. In the �eld region (high Vsub) this is just the stan-
dard deviation of the Gaussian distribution. However, as
discussed in the previous section, in the �eld-free region
(low Vsub) the distribution is not Gaussian and has wide
skirts. In addition, undersampling leads to an overesti-
mate of the rms width for � <� 15 �m; a reanalysis is in
progress.

Also shown in Fig. 3 are the model calculations. The
solid line at high Vsub is Eq. 3, which requires knowledge
of ND and VJ . These are determined from the data in the
low-�eld region where the charge spreading is given by

�total
2 = �ff

2 + �f
2 (8)

where �ff
2 and �f

2 are the second moments in the �eld-
free and �eld regions, respectively. At low Vsub , the �ff

2

term dominates, which is simply (0:8616 yff)
2. The de-

pendence of yff on Vsub is
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Figure 3: Measured standard deviation for a point light source

on back of the CCD. In the present analysis, undersampling

results in an overestimate of � for � <
�

15 �m. We compare
calculated standard deviations for the overdepletion case, and

for underdepletion where � is dominated by di�usion in the un-

depleted region. The parameters are chosen using the analysis
shown in Fig. 4.

yff = yN �
r

2�Si
qND

(Vsub � VJ ) (9)

and a plot of (yN�yff )2 versus Vsub should yield a straight
line from which ND and VJ can be determined. The data
of Fig. 3 are replotted in Fig. 4. For the data point corre-
sponding to the lowest Vsub the second moment was di�-
cult to determine due to overlapping charge distributions
from adjacent pinholes. The values determined from Fig. 4
were used to generate the theoretical curves in Fig. 3. Eq. 3
underestimates the measured � although the trend is ba-
sically correct. As mentioned previously, we believe some
of the discrepancy results from undersampling due to the
pixel size of (15 �m)2, and this is under investigation. For
many astronomical applications a � value of 10 �m is not
a major concern.

5. Conclusions

We have modeled charge spreading in a back-
illuminated, fully-depleted CCD. The theoretical charge
distribution in the undepleted region is not Gaussian and
has long tail regions. The standard deviation for such a
distribution has been derived. This information along with
experimental data is used to calculate model parameters
for the case of overdepletion, where simple transit-time
models derived from the theoretical �eld pro�le are used to
model the di�usion. Comparison with experimental data
has been presented with reasonable agreement.
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Appendix: Derivation of potentials and �elds for

an overdepleted CCD

Fig. 5 shows the cross-section of the CCD. The ori-
gin is taken at the silicon-SiO2 interface. The gate in-
sulator thickness is d, the junction depth is at yJ , and
the thickness of the substrate is yJ + yN . The solutions
to Poisson's equation subject to the boundary conditions
V (�d) = VG�VFB , V (yJ + yN ) = Vsub, and continuity of
electric �eld and potential at y =0 and yJ are [16]

V (y) = VG � VFB � ESiO2
(y + d) � d < y < 0 (A1)

V (y) = Vmin +
qNA

2�Si
(y � yP )

2
0 < y < yJ (A2)

V (y) = VJ�
qND

2�Si
(y � yJ )

2�EJ (y�yJ ) yJ < y < (yJ+yN )

(A3)
where VJ � V (yJ ), Vmin � V (yP ), i.e. yP is the location of
the potential minimum, and the electric �elds are de�ned
by

ESiO2
� �dV

dy
(0�) (A4)

EJ � �
dV

dy
(yJ ) = �(

Vsub � VJ

yN
+

1

2

qND

�Si
yN ) (A5)

where the boundary condition V (yJ+yN ) = Vsub was used
to determine EJ . In terms of terminal voltages EJ is

EJ =
VG � VFB � VSiO2

0 � VJ
0 � Vsub

yJ + yN + (�Si=�SiO2
) d

(A6)

VsubVG – VFB

y

p
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Figure 5: CCD cross section.

where

VSiO2

0 � qNA

2�Si
yJ

2(1 +
2�Sid

�SiO2
yJ

) (A7)

VJ
0 � qND

2�Si
yN

2 (A8)

For the CCDs considered here, yN � yJ + (�Si=�SiO2
) d,

and Eq. 6 results from Eq. A5 and A6.
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